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FM & AI

• AI is here to stay (we can’t pretend it isn’t)

• It already now massively affects both teaching and industrial practice

• We have to position ourselves or we risk becoming insignificant

Two research directions

• AI for FM

• (How) can we use NN to find proofs, invariants, examples, counterexamples, …?

• (How) can we use LLMs to support education in FM?

• FM for AI

• (How) can we give correctness guarantees for AI generated results?

• If this is not possible, what is the second best we can do?



Embedded

SafeSecA slide from my last year’s talk

Me:
Can you re-formulate the following as a Chris-
Rupp-Sentence? "Let us assume that the signal is 
set to on. Then the intended system must be 
programmed such that it offers students a 
possibility to hand in their work for evaluation as 
a thesis."

ChatGPT
Certainly! Here is the re-formulated sentence in 
the Chris-Rupp-Sentence format:
"If the signal is set to on, the system shall be 
programmed to offer students the ability to hand 
in their work for evaluation as a thesis."
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New paper

Evaluation of the idea with different 
LLMs and prompting techniques

Results in a nutshell:

• Few-shot learning (by example) 
quite successful

• Formal layer essential for
correctness

• The prompt does matter

• Mostly 100% matches, rare 
hallucinations

• Responses from DeepSeek and 
GPT-4o were identical

• Small models may also be ok
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AI in Verification and Education

A small experiment, conducted yesterday:

Me: Can you help me to derive a loop invariant for Dafny?

ChatGPT: Absolutely, I can help with that. To start, I’ll need a few things from you: …

Me: The program is while (i>0) {i--; x+=y}; precondition is (x=0 && i=n); postcondition is 
x=n*y.

ChatGPT: Thank you for sharing the loop! Let’s walk through this step by step and figure 
out the invariant. …

method LoopExample(n: int, y: int) returns (x: int)
requires n >= 0
ensures x == n * y

{  
var i := n;
x := 0;

while (i > 0)
invariant 0 <= i <= n;
invariant x == (n - i) * y;

{
i := i - 1;
x := x + y;

}
} 

Yes, I know, this is susceptible to hallucinations, but still …
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ANN Verification

• NN = directed graph, where each node computes a simple mathematical
function (e.g., relu(x)=x, if x>0, 0 otherwise)

• Easy to encode in SMT: 

• Typical properties

• robustness: similar inputs lead to similar results

e.g. pictures distorted w.r.t. brightness, color, positioning of objects, etc.

• properties modulo semantic similarity, i.e., word embeddings

• SAT-approach currently works for ANNs of up to 106 nodes

• “symbolic” representation for large ANNs?
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Discussion points

• Can AI be a breakthrough in theorem proving?

• How should we change FM education, is it still needed after all?

• Can we specify a picture of a cat?

• Can we ever verify ANNs of size 1012 nodes?
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