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Abstract We present a new approach on how to provide institution-based semantics
for communicating UML state machines in form of a hybrid modal logic ./\/liD.
A theoroidal comorphism maps M% into the CasL institution. This allows for
symbolic reasoning on communicating UML state machines.

1 Introduction

In line with a long-standing line of research [5,6,15,4], we set out on a general programme
to bring together multi-view system specification with UML diagrams and heterogeneous
specification and verification based on institution theory, giving the different system
views both a joint semantics and richer tool support. Institutions, a formal notion of
a logic, are a principled way of creating such joint semantics. They make moderate
assumptions about the data constituting a logic, give uniform notions of well-behaved
translations between logics and, given a graph of such translations, automatically give
rise to a joint institution.

UML state machines are an object-based variant of Harel statecharts. Within the
UML, state machines are a central means to specify system behaviour. In previous work
[16], an institutional semantics for UML state machines was provided that allowed for
symbolic reasoning. Such symbolic reasoning can be of advantage as, in principle, it
allows to verify properties of UML state machines with large or infinite state spaces.
Here, we extend this work in order to cater for communication.

A typical scenario for such communication is the interaction between a User, an
ATM, and a Bank in order to authenticate the User as legitimate owner of a bank card by
checking an entered PIN. Figure 1 depicts a UML modelling for this scenario. In brief,
the system consists of the ATM and the Bank, where we consider User interaction as an
external communication. The scenario begins with the User entering a bank card and a
PIN. The ATM requests their verification by the Bank. The Bank checks validity of the
card/PIN combination and communicates the result to the ATM. We model the validity
check as internal, non-deterministic choice made by the Bank. In case of a positive result,
the ATM will return the card to the User. In case of a negative result, the User is given a
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Figure 1. UML diagrams for the ATM example (implicit completion events omitted): Composite
structure diagram: top; state machine: left ATM, right Bank.
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VeriSuccess

second and third chance to enter a correct PIN. After the third verification failure, the
ATM will keep the card. A typical question on this model is whether the ATM will consider
the verification successful only if the Bank has already come to the same conclusion. To
answer such questions, one needs to take into account the behaviour of all state machines
involved as well as how they can communicate via the ports and connectors as specified
by a composite structure diagram.

Closest to our approach are the works [6,4]. Both these papers address the topic
of communicating state machines, however, both fail to provide institutions of state
machines as reported in [15,16]. Learning from the reason for this shortcoming, rather
than capturing UML state machines directly as an institution, [16] builds up a new
logic in which UML state machines can be embedded. Here, we extend this logic for
communication. In particular, we treat UML event pools as part of composite structure
diagrams rather than of state machines. State machines are seen as a completely open
system, which is (partially) closed by ‘wiring up’ in a communication structure. Overall,
this leads to a separation of concerns: event pools and transitions can be analysed
independently.

A number of authors give formal semantics to communicating state machines, however
with a purpose different from symbolic analysis of UML. The Object Management Group
provides an executable semantics of UML Composite Structures [14]. Their objective is to
provide an interpreter for the executable subset fUML of the UML. Dragomir [12] define
transformations from composite structure diagrams to communicating extended timed
automata for the purpose of simulation, static analysis and model-checking. Mazzanti et
al. [8] provide a UML model checker that also covers composite structure diagrams. A
quite comprehensive formal semantics has been provided by Liu et al. [7], again with the
main purpose of supporting model checking.

In Section 2, we recall the notion of an institution and sketch the CFOL™ institution
of CasL, which we use for specifying data. In Section 3, we extend the hybrid modal
logic M% [16] to cater also for output by adding the notion of messages (in [16] with
input only). For structures and formulae this requires us to introduce relativisations with
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regards to a set of outputs. We show that the extended logic M% is an institution, can
be embedded into CasL via a theoroidal comorphism, and allows for “borrowing” of
CasL theorem proving support. In Section 4, we show how to embed simple UML state
machines with output into the extended logic M%. In Section 5, we provide an institution
for simple UML composite structures by enriching our extended logic ./\/l% with elements
capturing connectors and event queues. Again, “borrowing” of CasL theorem proving
support is possible. Finally, in Section 6, we demonstrate that our approach allows for
automated theorem proving.

2 Background on Institutions and CasL

Institutions are an abstract formalisation of the notion of logical systems combining
signatures, structures, sentences, and satisfaction under the slogan “truth is invariant under
change of notation” [3]. Institutions can be related in different ways by institution (forward)
(co-)morphisms, where a so-called theoroidal institution comorphism covers a particular
case of encoding a “poorer” logic into a “richer” one. The algebraic specification
language CasL [11] uses an institution of first-order logic at its basic specification
level, where mainly signature items and axiom sentences are listed. On its structured
specifications level, CasL offers institution-independent combination mechanisms to
build larger specifications in a hierarchical and modular fashion. We use CasL’s basic
institution CFOL™ of first-order logic with equality and sort generation constraints [9]
and construct a theoroidal institution comorphism from our hybrid modal logic institution
M, to CFOL=.

2.1 Institutions and Theoroidal Institution Comorphisms

An institution T = (ST, Str*, Sen”, =7) consists of (i) a category of signatures S*;
(ii) a contravariant structures functor Str*: (ST)°" — Cat, where Cat is the category
of (small) categories; (iii) a sentence functor Sen? : ST — Set, where Set is the category
of sets; and (iv) a family of satisfaction relations =% C |Str*(%)| x Sen” (%) indexed
over X € |SZ|, such that the following satisfaction condition holds for all ¢: X — X’ in
ST, p € Sen? (%), and M’ € |StrE (X")|:

ST (o) (M) FE ¢ <= M’ EE Sen®(o)() -

Str¥ (o) is called the reduct functor, Sen” (o) the translation function.

A theory presentation T = (X, ®) in the institution Z consists of a signature
X € |S7], also denoted by Sig(T), and a set of sentences ¢ C Sen” (X). Its model
class Mod® (T) is the class {M € StrX (%) | M =% ¢ f.a. ¢ € &} of the L-structures
satisfying the sentences in @. A theory presentation morphism o: (X, ) — (X', P')
is given by a signature morphism o: £ — X’ such that M’ =%, Sen” (o) (¢p) for all
@ € ®and M’ € Mod” (%', #'). Theory presentations in Z and their morphisms form
the category Pres”.

A theoroidal institution comorphism v = (v°%9, pyMed LSen): T 5 T’ consists
of a functor 519 : ST — Pres” inducing the functor 15 = 15; Sig: ST — ST’ on
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. !
signatures, a natural transformation vMod: (1%9)°; Mod? = Str’ on models and

structures, and a natural transformation /5" ; Sen® = I/S; Sen® ' on sentences, such that
forall ¥ € |ST|, M’ € |Mod” (v5%9(X%))|, and ¢ € Sen” (X)) the following satisfaction
condition holds:

v (M) S o = ML 5 V(D) (e) -

A theory presentation (X, @) over the institution Z is translated via a theoroidal institution
comorphism v: Z — 7’ into the theory presentation 1775 (X, @) = (X, &, U 15 (D))
over Z' where 159 (X)) = (X, ®,) and 15 (P) = {15 () | ¢ € ®}.

2.2 CasL and the Institution CFOL=

At the level of basic CasL specifications, CFOL™ offers declarations of sorts, operations,
and predicates with given argument and result sorts. Formally, this defines a many-sorted
signature ¥ = (S, F, P) with aset S of sorts, a.S* x S-sorted families F' = (Fi, s)y scs+
of total function symbols, and family P = (P, ) es+ of predicate symbols. Using these
symbols, one may then write axioms in first-order logic with equality. Moreover, one can
specify data types, each given by a list of data constructors and, optionally, selectors.
Data types may be declared to be generated or free. Generatedness amounts to an implicit
higher-order induction axiom and intuitively states that all elements of the data types are
reachable by constructor terms (“no junk™); freeness additionally requires that all these
constructor terms are distinct (“no confusion”). Basic CasL specifications denote the
class of all algebras which fulfil the declared axioms, i.e., CasL has loose semantics. More
formally, for CFOL™ a many-sorted X -structure M consists of a non-empty carrier set
sM for each s € S, a total function f : wM — sM for each function symbol f € F,, s
and a predicate p™ for each predicate symbol p € P,,. A many-sorted X-sentence is a
closed many-sorted first-order formula over X or a sort generation constraint.

3 The Hybrid Modal Logic M% for Event/Data Systems

The logic M% is a hybrid modal logic for specifying and reasoning about event/data-
based reactive systems. The modal part of the logic allows to handle transitions between
system configurations where the modalities describe guarded configuration moves based
on input and output events with arguments, i.e., messages, and the corresponding effects
on data. The hybrid part of the logic allows to bind control states of system configurations
and to jump to configurations with such control states explicitly. ./\/llD with its signatures,
sentences, and structures forms an institution. Furthermore, M% can be translated into
CasL via a theoroidal institution comorphism.

We extend the logic and the comorphism of [16] by including output. A modal formula
(i : ¢/ [O]n : 1) o now says that in the current configuration an input message according
to ¢ can be accepted if precondition state predicate ¢ holds and that, in response, output
messages according to [O]y and satisfying the transition predicate ¢ can be produced
such that g holds afterwards. The messages frame [O] v tells that besides outputs from
O also additional messages according to N can be sent. This relativisation allows M%
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to specify the “cone of messages above O” in a finite and, in particular, institution-
compatible way that also is extensible into a theoroidal institution comorphism from
M% to CasL. We furthermore demonstrate that for pure M%-invariants the comorphism
leads to simpler CasL proof obligations that are easier to automate in theorem proving.

For the inclusion of data in M%, we assume given a consistent, monomorphic CAsL
specification D¢t. The interpretation of the sorts S(Dt) of Dt represents the different
kinds of data, like the integers or lists of integers. Requiring Dt to be monomorphic
fixes these carrier sets as there is, up to isomorphism, a single model D of Dt. We
also use open formulae .7 gf;(LD #),x over sorted variables X = (X;),¢ s(pt) and their

satisfaction relation D, 3 g?;%m) y ¢ for a variable valuation §: X — D, ie,

B=(Bs: Xs — SD)SGS(Dt)'

3.1 Data States and Transitions

A data signature A consists of a finite set of artributes |A| and a sorting s(A): |A| —
S(Dt). A data signature morphism from a data signature A to a data signature A’ is a
function c: |A| — |A’| such that s(A)(a) = s(A")(a(a)) forall a € | A|. We sometimes
identify A with the S(Dt)-sorted family (s(A)~*(s))ses(pr)-

A data state w for a data signature A is given by an attribute valuation w: A — D,
ie., w(a) € s(A)(a)P for a € |A|; in particular, £2(A) = D4 is the set of A-data states.

The state predicates 3“}5’ « are the formule in ﬁng";(LD 1.aux - taking A as well as an

additional S(Dt)-indexed family X as variables. A state predicate ¢ € ﬁﬁ x is to be
interpreted over an A-data state w and variable valuation 5: X — D and we define the
satisfaction relation =P by

w,BER x ¢ <= D,wUBES by aux ¢ -

The a-reduct of an A’-data state w’: A’ — D along a data signature morphism
a: A — A'is given by the A-data state w’|ac: A — D with (w'|a)(a) = w'(a(a)) for
every a € |A|. The state predicate translation F2 . : F% x — FJ, x alonga: A —
A’ is given by the CasL-formula translation ﬂ‘g%s(LD £),aUlx along the substitution «U1x.
Reduct and translation fulfil the following satisfaction condition due to the general

substitution lemma for CasL:

W'lav, B ':E,X ¢ = ', B ’:,14?'7)( gf,x((b)-

A data transition (w,w’) for a data signature A is a pair of A-data states; in particular,
2%(A) = (D?)? is the set of A-data transitions. It holds that (D4)? = D24, where
2A = AW A and we assume that no attribute in A ends in a prime / and all attributes in
the second summand are adorned with an additional prime. The transition predicates
F 35 are the formulze .7 . The satisfaction relation |=>" for a transition predicate

(NS ﬁf@(, data transition (w,w’) € 2%(A), and valuation 8: X — D is defined as

(wvw/)vﬂ ':124?X 1/’ — w+w/a/8 lZZDA,X d)

where w + w’ € 2(2A) with (w + w’)(a) = w(a) and (w + w')(a’) = W'(a).
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The a-reduct of an A’-data transition (w’,w’) along a data signature morphism
a: A — A’is given by the A-data transition (w’, w”)|a = (w'|, w”|). The transition
predicate translation F2%; along o is given by Z3 - with 2c: 24 — 2A’ defined by
2a(a) = a(a) and 2a(a’) = a(a)’. Like for data states, reduct and translation fulfil the
following satisfaction condition:

(wlvw“)‘avﬁ ':124?X ¢ — (wlvw”)vﬁ ':1241?,X ﬁ(%,DX(w) .

3.2 Events and Messages

An event signature E consists of a finite set of events | | and amap 5(E): |E| — S(Dt)*
assigning to each e € |E| its list of parameter sorts. An event signature morphism
n: E — E'is a function n: |E| — |FE’| such that s(E)(e) = 3(E’)(n(e)) for all
e € |E|. We write e(X) fore € |E|and 5(E)(e) = s1, .. ., S, Wwhen choosing n different
parameters X = x1,...,T,,and also e(X) € E in this case; when f = e(X), we write
X (f) for X and we furthermore lift this notation to sets and lists of events. We sometimes
identify the parameter list X with the S(Dt)-sorted family ({x; | s; = s})ses(pt) and
write 3(F)(e)(x;) for s;.

A message e(3) over an event signature E is given by an event e(X) € E with its
parameters X instantiated by a parameter valuation 3: X — D such that 3(z) € s® for
S(E)(e)(x) = s; the set of all messages over an event signature E is denoted by E(E).
When é = e(f) € E(E), we write 3(¢) for 3, and when e¢(X) € E and 3: Y — D for
X CY, we write e(3) for e(3]X); both notations are furthermore lifted to sets and lists.

The set of shufflings Fy I F} of two message lists Fy and F} is inductively given by

Flle={F}=¢| F,
(foB) | Fa={f=F|FelF |R)=F|(f:F).

An event signature morphism 7: £ — E’ is lifted to a message e(3) € E(E) by
setting E(n)(e(8)) = n(e)(B) € E(E’) and also to sets and lists of messages.

3.3 Event/Data Signatures

An event/data signature X consists of input and output event signatures I(X') and O(X),
and a data signature A(X)). An event/data signature morphism o: X — X' consists
of an input event signature morphism I(c): I(X) — I(X’), an output event signature
morphism O(c): O(X) — O(X"), and a data signature morphism A(c): A(X) —
A(X"). We lift the event signatures and signature morphisms to messages by writing
I(Z) for E(I(X)), O(X) for E(O(X)), I(0) for E(I(c)), and O(c) for E(O(0)).

The category of M%—signatures SMb consists of the event/data signatures and
signature morphisms.

3.4 Event/Data Structures

A configuration v = (¢, d) consists of a control state ¢ from some set of control states C'
and a data state d from some set of data states D. Given a data signature A the data state
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of v may be labelled by a map w such that w(d) € {2(A). For a set of configurations I’
we write C(I") for its set of control states.

A X-event/data structure M = (I', R, I'y,w) over an event/data signature X' consists
of a set of configurations I' C C' x D, a family of transition relations R = (Ri7 o S
I x F)ief(x),éeé(x)*’ and a non-empty set of initial configurations Iy C I' such that
I' is reachable from I} via R, i.e., for all v € [" there are 79 € Iy, n > 0, 21,...,
in € 1(%),01,...,0, € O(2)*, and (W, 741) € Ry, 4, forall0 < k < n with
vn = 7v; and a data state labelling w: D — 2(A(X)).

We write ¢(M)(y) = ¢ and w(M)(y) = w(d) for vy = (¢,d) € I', I'(M) for I,
C(M) for {c(M)(v) | v € I'(M)}, R(M) for R, I'h(M) for Iy, Co(M) for C(Ip),
and 2o (M) for {w(M)(v0) [ vo € To}-

The above definition restricts structures to reachable ones only. Although an M%—
sentence will hold in an event/data structure if it is satisfied in all its initial states, the
modal and hybrid operators of ./\/l% will allow for expressing that a certain property
holds in all (reachable) states of the structure.

The o-reduct of a X’-event/data structure M’ along the event/data signature morphism
o: X — X is the X-event/data structure M’|o such that

- I'(M'|lo) € I'(M’) as well as R(M'|0) = (R(M'|0); 5)ici(s),0e0(s)- are in-
ductively defined by Ih(M’) C I'(M’|o) and, for all v/,~" € I'(M"), i € (%),
and O € O(X)*, if v/ € I'(M'|o) and (/,7") € R(M/)f(o)(i),é(a)(O)’ then
y" € I'(M'lo) and (v',7") € R(M'|0); 5

- Ion(M'|o) = I'h(M'); and

- w(M'|o)(7') = (W(M')(+))|A(0) for all " € I'(M'|o).

This o-reduct keeps exactly those transitions that are a direct image along o. It would
also be possible to additionally keep transitions that show a super-list of the outputs
that can be reached by 0. When moving to M%-sentences, however, it turns out to be
impossible to fix a particular list of outputs.

Given sets of input events J C I(X') and output events N C O(X'), we denote by
I'*N(M,~) and '’V (M), respectively, the set of configurations of a Y-event/data
structure M that are .J, N-reachable from a configuration v € I"'(M) and from an initial
configuration vy € (M), respectively. Here a ~y,, € I'(M) is J, N-reachable in M
froma~y, € I'(M) if there are n > 1, ia,...,14, € f(J) Os,...,0, € O(N)* and
Vi, Vi+1) € R(M) forall 1 <k < n.

The Y-event/data structures form the discrete category StrMo (X)of M%-structures
over X. Foreach o+ ¥ — X' in SM the o-reduct functor StrMo (0): StrM%(E’) —
St’I"M%(E) is given by StrMo (o) (M) = M'|o.

k41,0841

3.5 Event/Data Formulz and Sentences

1
The X-event/data formulce ﬁ;‘g’ over an event/data signature X' and a set of state
variables S are inductively defined by

— ¢ — data state sentence ¢ € 3{49( £).0 holds in the current configuration;
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— s — the control state of the current configuration is s € S,

— Js. o — calling the current control state s, formula ¢ € gt s, S {S} holds (s is turned
into a fresh variable by adding to by disjoint union to the set of state variables);

— (@7Ng)g — in all configurations with control state s € S that are J, N-reachable,

.L
formula ¢ € FM 57 & holds (relativised “jump”);
- 0/Np—inall conﬁguratlons that are J, N-reachable from the current configuration

formula g € FH 2.8 F holds (relativised “globally”);

— (i /|O]n : ¥)o — in the current configuration there are valuations 5: X (i) — D,
B': X(O) — D, and a transition for the incoming message i(3) € I(X) and the
outgoing messages O’ € O(f') || N for O(8') € O(X)*, N € O(N)* such that U’

+
satisfies transition formula ¢ € ff‘?x) X(ux(o)and ¢ € %Q? holds afterwards;
— {i: ¢//[O]n : ¥)o — in the current configuration for all valuations 5: X (i) — D
satisfying state formula ¢ FP A(),x (i) there are a valuation B8+ X(O) — D and

a transition for the incoming message i(8) € I(X) and the outgoing messages
O e O(B) || NforO(8') € O(£)*,N e O( )* such that 8 U /3’ satisfies transition

formula ¢ € JA(Z) X(i)ux (o) and ¢ € ,/2 57? holds afterwards;

— —p — in the current configuration ¢ € .77, g’ does not hold;
. .
— 01V p2 — in the current configuration g € 9\2\/? or g € 9;? hold.

We write (@s)p for (@!(3):0(X) ), Op for OO [i [O]n : ¥)o for =(i ]
[O]n : ¥)—p, and true for |s . s; we write O for [O]y.

Two different kinds of relativisations are used in M%-formulaa: For the jump operator
(@7:N5)p and the globally operator 07" g the subsets of input events J C I(X) and
output events N C O(X) restrict the referable states in an M%—Structure to those that
are .J, N-reachable. On the other hand, [O]y specifies that besides messages from O
additional messages for events in N C O(X) can be mixed into the output, such that, in
particular, [O]y requires exactly O. Since the set of output events is assumed to be finite,
[O] v can be used to specify message lists of arbitrary length with finitely many formulz.
Moreover, the syntactic information in both kinds of relativisations is kept through a
translation to another M%—signature.

Leto: X — X' be an event/data signature morphism. The event/data formulce

translation F Ml J g — 7 E/ls along o is recursively given by

- FP () = A(a)@( );

- P () =

S Y

ﬁiﬁﬁ((@7N )o) = (@!@).0)(N) gy 7 é\ﬁ’(g);
%%(DJN ) = Ol@)().0()(N) g fM 5 (0)r
FXE (IOl : whe) =
(I(a) () /10(a)(O)] o) () :fiﬁ,),x(i)ux(o)(¢)>gﬁ%(g);
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— FME((i: 6 J[O0)n : Vo) =

(1)) : ZF o)D) ONotoyn L F . ooxioy N FNE (o)
- T2 (0 = =T o)
1 1
- TP (v ) = FXP (01) vV FEP (o).

The set Sen™'» (X)) of X-event/data sentences is glven by .7 QA the event/data

sentence translation Sen™'® (0): Sen Mp (2) — Sen™ b (X7) by f

3.6 Satisfaction Relation for M%

Let X be an event/data signature, M a X'-event/data structure, S a set of state variables,
v: S — C(M) astate variable assignment, and v € I"(M). The satisfaction relation for
event/data formule is inductively given by

MLy
- M,v,y E5 8 @iffo(M)(7),0 5 5 ¢ #5
My .
- M,v,v Ex § siffv(s) = c(M)(v);
M, . M,
— M,U,’Y ):E,S \I,S.,Qlﬂ‘M/U{S — C(M)(’V)}/Y ):E,S&J{s} 0;

. .
- M,v,~ ):/;SD (@7Ng)oiff M, v, |:J;§ oforally’ € I'"N (M) withe(M)(y') =
v(s);

1 +
- M,v,y ):/;g Ol Noiff M, v, I:/;E oforally' € I'"N(M,~),
1
- M,v,y ):gg (t]]1O]w : W) oiff there are valuations 5: X (i) — D, 5": X(O) — D,
output messages O’ € O(8') || N with N € O(N)*, and a configuration v’ € I"(M)
such that (7,7') € R(M);5) /- (w(M)(7),w(M)(7"), BUB" E4Ts) x(iyux(0) ¥-
1
and M, v, }:gASD 0;
1
- M,v,~y ):/;75’ {i : ¢/[O]n : )o iff for all valuations 3: X (i) — D that satisfy
w(M)(v), B ):2(2),)(@ ¢ there are a valuation ': X (O) — D, output messages
0" € O(f) || N with N € O(N)*, and a configuration v/ € I"(M) such that
(.7 € R( )( B),0" (W(M)(7),w(M)(v)),BU B ):?4?2),X(i)UX(O) ¥, and
M, v,~' ':x,s 0;
M ) M
- Mv,y Ex § ~oiff M,v,v 5§ o

M . M M
- Mo,y Ex§ Ve it Miv,y Ex g o1or M,v,y Ex § oo

Mp D(X)], and a p € Sen™ (Z) the satisfaction
i
relation M %E p holds if, and only if, M, 0, vo |:2 o plorallyy € Io(M).

L L pe Ly TR
Theorem 1. (SMp, Str™MP, Sen™> | | =Mb) is an institution.
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from Basic/StructuredDatatypes get List, SET % import finite lists and sets
spec Transy, = Dt
then free type InEvt ::= (X))
free type OutEvt ::= O(X)
then List[sort OutEvt] and Ser[sort InEvt] and Ser[sort OutEvt]
then sort Ctrl
free type Conf ::= conf(c : Ctrl; A(X))
preds init : Conf;
trans : Conf x InEvt x List[OutEvt] x Conf
-3Jg : Conf - init(g) % there is some initial configuration
then free { pred reachable : Set[InEvt] x Set[OutEvt] x Conf x Conf
Vg,9',g" : Conf; J : Set[InEvt]; N : Set[OutEvt];i : InEvt; O : List[OutEvt]
- reachable(J, N, g, g)
- reachable(J, N, g,g') Ai € J AO C N Atrans(g’,i,0,g") =
reachable(J, N, g,g") }
then preds reachable(.J : Set[InEvt], N : Set[OutEvt], g : Conf) <
Jgo : Conf - init(go) A reachable(J, N, go, 9);
reachable(g : Conf) < reachable(I(X), O(X), g)
then pred mixed : List[OutEvt] x Set[OutEvt] x List[OutEvt]
Vo,0' : OutEvt; 0,0’ : List[OutEvt]; N : Set[OutEvt]
- mixed(O, N, O)
- mixed(o :: O, N,0:: O) if mixed(O, N, 0’)
- mixed(O, N, o' :: O') if mixed(O, N,O’) Ao € N
end

Figure 2. Frame for translating M, into CAsL.

3.7 A Theoroidal Comorphism from M% to CasL

We define a theoroidal comorphism from M% to CasL. The construction mainly follows
the standard translation of modal logics to first-order logic [1] and extends the scheme
of [16] by outputs.

The basis is a representation of M%-signatures and the frame given by M%-structures
as a CasL-specification as shown in Fig. 2. The signature translation

- 1
v919 . SMb _y Pregtst

maps an M%-Signature 2/ to the CasL-theory presentation given by TrRaNsx; and an
MlD—signature morphism to the corresponding theory presentation morphism. TRANS x;
first of all covers the events according to 1(X) and O(X') with types InEvt and OutEvt,
and the configurations with type Conf showing a single constructor conf for the control
state from Ctrl and a data state given by assignments to the attributes from A(X).
Furthermore, TrRANs 5 sets the frame for describing reachable transition systems with a
set of initial configurations, a transition relation, and reachability predicates, where the
specification of reachable uses CasL’s “structured free”” construct to ensure reachability
to be inductively defined. Finally, a predicate mixed is included for representing the
shufflings of a list of outputs with some additional output events.
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The model translation
Mod MOdCASL( Sig(E)) s StT,./\/l%J (2)

then can rely on this encoding. In particular, for a model M’ € Mod™*" (159 (5)),

there are bijective maps 57/ conf: Conf™ "= oM x N2(A(X)) for the configurations

as well as Lag/ Byt : EvtY =~ f(Z) and ¢p17 OutBvt : OutEvtM = O(Z) for the

messages. Moreover, mixed™’ (L]T/Il,ﬁoutEvt 0), LA_/[l,,OutEvt(N), LJT;/,OutEvt(OA/)) if, and

only if, 0’ € O || N’ with N’ € N*. The M%—structure resulting from a CasrL-model

M’ of TRANs x; can thus be defined by

= TOAYM) = i3 con({9™" € Conf™” | reachable (4)})

~ ROAPYM)), o = {(7,7) € (WA (M) x T(Akod (M)
transM/(LM/ cont(7), LMl' vt (), [’Jiwl’,OutEvt(O)’ ey cont (7))}

= Ty(ed (M) = {y € Lol (M") | imit"" (arr.cont(7))})
- w(ARAM) = {(e,w) € TV (M) s w

For ./\/lip—sentences, we first define a formula translation

ug',s’g: 9‘2 3 = yycs’“g) SU{g}

which, mimicking the standard translation, takes a variable g : Conf as a parameter
that records the “current configuration” and also uses a set .S of state names for the
control states. The translation embeds the data state and 2-data state formul® using the
substitution A(X)(g) = {a — a(g) | a € A(X)} for replacing the attributes a € A(X)
by the accessors a(g). The translation of M%-formulae then reads

~ v8g4(0) = T35 ) (P)

- (s) = (s = c(9))

- vy Sg(is 0)=13s: Ctrl.s =c(g) A V?,Sw{s},g(g)

- Vgs’g((@J’N )o) =V¢' : Conf. (c(g") = s Areachable(J, N,¢")) = Vﬁs’g,(g)
(
(

- 1/55«79 o/ Np) = Vg Conf reachable(J, N, g,¢') = uisﬂ,(g)
= V5 5,((if[Oly : ¥)0) = 3X : 5(I(X))(i); X" : 5(O(X))(0);

O’ : List|OutEvt]; ¢’ : Conf .
mixed(O(X’), N,O’) Atrans(g,i(X), 0, ¢") A
ASL F
5 , Z, uCS<Sz>,7A(2><g>ua<z><gc')u1mx/ (W) A Vg 5,4 (0)
- VE,S,g(qZ : (b/[O]N : ¢DQ) = VX :5(1(X))(4) .fyg“(sg),A(E)(g)le(qﬁ) =
X' :3(0(X))(0); O : List[OutEvt]; ¢’ : Conf .
mixed(O(X'), N,O") A trans(g,i(X),0’, ¢') A
z z ). A @A) ULox (D) N VE 5.0 (0)
- Vz,s,g(_‘Q) = Vygs, (0)
- V?,s,g(m Vo2) =vs g ,(01)V V§s7g(Q2)

Building on the translation of formulz, the sentence translation
1
V5 Sen™P (X)) = Sen™t(15(X))

only has to require additionally that evaluation starts in an initial state:
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— U5 (p) = Vg : Conf . init(g) = V§w7g(p)
Theorem 2. (59, Mo 1,50 is q theoroidal comorphism from /\/liD to CasL.

For a CasL-proof of an M%-invariant O such that ¢ has to hold in every reachable
configuration, the full generality of the reachable predicate can sometimes be avoided
by replacing the proof obligation Vg : Conf . reachable(g) = ﬂ’ucj(sg) A(S)(9) (p) by
the usual stepwise induction scheme that only requires to demonstrate the invariant to
hold in all initial configurations and that it is preserved by every transition. Moreover,

the M%—State formula ¢ can be generalised into a CasL-invariant.

Proposition 1. Let (X, P) be a theory presentation in M% and (V°(X),®) a theory
presentation in CasL such that Mod“*"(vF*5(2, P)) € Mod“*“(15(X), ®). Let

invt(g) € g‘:jcs“(sg)’{g} be a CasL-formula with a single free variable g and oMo €

ﬂfwm an M%‘Stafeformula, such that

(10) Vg : Conf . inv“*"(g) = flfg“(sg),A(E)(g)(invM%)

(I1) Vg : Conf.init(g) = inv™"(g)

(I12) Vg,¢": Conf;i € InEvt; O € List[OutEvt].
vt (g) A trans(g,i, 0, g') = v (g")

'
hold in every model M' € Mod“**"(v°(X), ®). Then v)°d(M') |:/2V1D Dinv™? for
all models M' € Mod“***(v"3( X, P)).

4 Simple UML State Machines with Outputs

UML state machines [13, Ch. 14] provide means to specify the reactive behaviour of
objects or component instances. These entities hold an internal data state, typically given
by a set of attributes or properties as specified in a static structure, and shall react to event
occurrences like incoming messages by firing different transitions in different control
states. Such transitions may have a guard depending on event arguments and the internal
state and may change, as an effect, the internal control and data state of the entity as
well as send out messages on their own. Beyond such “simple” means for specifying
reactive entities, UML state machines offer also more advanced modelling constructs,
like hierarchical states or compound transitions, which, however, we defer to future work.
In our formal account, extending again [16], a simple UML state machine with
outputs U uses an event/data signature X'(U) for its input and output events as well as
its attributes and consists of a finite set of control states C(U); a finite set of transition
specifications T'(U) of the form (¢, ¢,i(X), 01(X1), ..., 0m(Xm), ¥, ¢') with
— source and farget control states ¢, ¢’ € C(U),
— input event i(X) € I(X(U)) and output events 01(X1), ..., 0m(Xm) € O(X(U))
such that X N ;< <y Xm =0,
— precondition state predicate ¢ € 355( s(uy),x> and
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— postcondition transition predicate ) € QX?E(U)) xuU X5
’ 1<k<m

an initial control state c¢o(U) € C(U); and an initial state predicate po(U) € 95(2(1]))7@,
such that C'(U) is syntactically reachable, i.e., for every ¢ € C(U) \ {¢o(U)} there are
(CO(U)a d’la 7:17 017 7/)17 Cl); R (cn—la iny On, ¢n7 Cn) € T(U) withn > 0and ¢, = c.
The constraint of syntactic reachability is only introduced to simplify semantic and
algorithmic constructions on simple UML state machines with output.

A ¥ (U)-event/data structure M is a model of a simple UML state machine U with

output, M € ModM» (U),if C(U) € C(M) up to a bijective renaming, Co(M) =
{co(U)}, 20(M) C{w € |2AXU)))] | w ’22(2([}))7@ ©o(U)}, and if the following
holds for all (¢,d) € I'(M):

— for all transition specifications (¢, ¢,i,0,,c¢') € T(U) and 8: X (i) — D with
w(M)(d), B ER sw)).x() ¢ thereisa s X(O) — Dandapair ((c,d), (¢, d')) €
R(M)i(g),0(p7) such that (w(M)(d),w(M)(d)). BU B EX sy x@ux o) ¥

— for all pairs ((c,d), (¢/,d")) € R(M);(5),0(p) there is some transition specification
(¢, ¢,,0,9,c) € (U)suchthatw( )(d), B ):A(Z (), x (i) ¢andalso (w(M)(d),

w(M)(d)),BuUp S, X({ituo) V-

The last requirement that all transitions in a model are due to transition specifications
does not cover the requirement of input enabledness for UML state machines: An event
for which currently no transition can fire is discarded. This behaviour can be added by
a syntactical transformation extending the set of transition specifications by self-loops
with empty outputs for all situations where some event is not accepted.

In UML, completion events are produced whenever a state completes its internal
behaviour and such events have always to be prioritised in event processing; the reaction
to a completion event is indicated by a transition without a triggering event. For the
simple machines with output described here, where states do not show internal behaviour,
the only use of completion events is to let a machine make progress autonomously
without external input. For using this feature, the machine’s event/data signature has to
be extended by such events and the transition specifications have to take completions
into account. Still, the prioritisation cannot be covered by a single state machine alone,
as it has no event processing discipline of its own.

Extending the characterisation algorithm in [16] with outputs, it can be shown that
/\/lll’) is expressive enough to capture the model class of a simple UML state machine
with output U by a single sentence gy such that M € ModM%(U ) if, and only if,
M ):/2\/%) ou- The simplest case is a single transition specification (¢, ¢, 4, O, ¥, ¢'):
By requiring (Qc){i : ¢ /O : 9)c it can be ensured that a model indeed shows a
transition from control state ¢ to the control state ¢’ for the input event 7 with precondition
¢ satisfied which outputs O with 1) satisfied. For requiring that such a transition for
input ¢ and output O is only offered when the precondition ¢ and the transition condition
¥ hold, a formula (Qc)[i J O : —¢ V —plfalse has to be added. For ensuring that no
other output than O can be produced, on the one hand (Qc)[i / O’ : true]false for
every O’ # O that is at most the length of O has to be added and on the other hand
(@Qc)[i [ [O']o(s) : true]false for every O" with length one more than O.
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Reasoning over a simple UML state machine with output U in CasL via the translation
of U’s characterising sentence along the theoroidal comorphism of Thm. 2 will involve
some not fully transpicuous axioms due to the necessary exclusion of some behaviour using
formule like (Qc)[i //[O']o(x) : truelfalse. It is therefore sometimes advantageous to
directly use the requirements for M being a model of U to obtain another characterisation
of the trans predicate in the CasL presentation for the comorphism, which then can be
favourably combined with Prop. 1 for proving invariants:

Proposition 2. Let U be a simple UML state machine with output and let M' €

Mod ™" (v ((U))) such that MG (M") € Mod™*2 (U). Then

M’ |:S‘§(SLE) Vg : Conf . reachable(g) =
(Vg' : Conf;i, : InEvt; O, : List|OutEvt] . trans(g, ix, O, ¢') <=

Vie.t.i.00.ererwy IX 1 3(1(2))(0); X' : 5(0(X))(0).

C(g) =cA jl%[}sg)’A(E)(g)le (Qb) A Z* - Z(X) A O* - O(X/) A\

T35, A UAE) ()01 (B) A Cl9) = C/) :

5 Simple UML Composite Structures

A UML composite structure [13, Ch. 11] specifies the internal structure of a class or
component and its collaborations. For our purposes, a composite structure is given
by class or component instances, its so-called parts, that can communicate through
their attached ports specifying provided and required interfaces and being linked by
connectors. All connectors are assumed to be binary and each part to be equipped with a
state machine for describing its behaviour.

A composite structure signature A over M% consists of a set Cmp(A) of parts
c each equipped with an M%-signature Y(A,c) for its input and output events and
internal attributes; a set Prt(A) of ports p each showing a part cmp(A)(p) € Cmp(A)
as well as an ./\/lip-signature Y(A,p) without attributes (i.e., A(X(A,p)) = () for
its provided (input) and required (output) events; and a symmetric binary relation
Con(A) C Prt(A) x Prt(A) of connectors such that

— for each part ¢ € Cmp(A), the input and output events of X'(A, ¢) are the provided
and required events of ¢’s ports prefixed with the port name, i.e., for F € {I,0},
F(2(A,0)) = Upecmpa)-10tp-f | f € F(X(A,p))}:

— for each part ¢ € Cmp(A), the attributes of X'(A, ¢) are all prefixed with ¢, i.e., if
a € A(X(A,c)), then a = c.a;

— for each connection (p,p’) € Con(A), the required events of port p are provided by
plrie, O(X(4,p)) € I(X(4,1").

We say that port p € Pri(A) is open in A if there is no p’ € Prt(A) such that
(p,p’) € Con(A); otherwise p is connected.
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A composite structure signature morphism 0: A — A’ over ./\/l%j consists of
a function Cmyp(6): Cmp(A) — Cmp(A') mapping parts, together with an M-
signature morphism X' (4, ¢): X(A,c) = X(4A’, Cmp(§)(c)) for each c € Cmp(X); a
function Prt(9): Prt(A) — Prt(A’) mapping ports, together with an M‘LD—signature
morphism Prt(6)(p): X (A, p) — X(4', Prt(6)(p)), preserving

— the part owning each port p, i.e., Cmp(3)(cmp(A)(p)) = cmp(A")(Prt(0)(p));
— the connections, i.e., if (p,p’) € Con(A), then (Prt(5)(p), Prt(6)(p')) € Con(A’).

SCS(M

The category of cs(/\/l%)-signatures ) consists of the composite structure signa-

tures and signature morphisms over /\/li

For an cs(/\/li )-signature A, a A-composite structure structure (sic!) over MD isa
family € € (¢'(c) € \Str Mz, D(X(A,¢))])ece cmp(a) consisting of an M%—structure for
each part c. The é-reduct €”'|§ of a A’-composite structure structure €’ over M% along
a composite structure signature morphism §: A — A’ is computed component-wise as
(€' (Cmp(6)(c))| X (6, ¢))ce cmp(a)- The A-composite structure structures form the dis-
crete category StresMp) (A) of cs(/\/l%)-stmctures over A. For each signature morph-
ism 0: A — A’ in SSMb) the §-reduct functor StrCS(M%)((S) : StrCS(M%)(A’) —
StrsMo) (A) is given by StresMo) (8)(€") = €)9.

In UML, state machines organised in a composite structure communicate with each
other by sending messages which are stored in event pools. A state machine draws a
message from its event pool, which is typically implemented as an event queue, and
reacts to this message by firing one of its enabled transitions or by discarding it when no
transition is enabled. This communication scheme is obtained for a A-composite structure
structure ¢ over M% by constructing an overall ./\/l%—structure over an M%—signature
that reflects the parts, the ports, and the connections in its events and attributes, but
includes explicit event queues as additional attributes. The overall M%—structure over
this queue-based M%—signature then implements the selection of an event from a part’s
event queue, the reactions of this part to this event, and the distribution of the produced
messages to the connected parts.

Formally, we construct a functor X : Se(Mp) 5 SMb o signatures that assigns
to a composite structure signature A the queue-based event/data signature Zq(A) =
Uce cmp(a) (X (4, ¢) U{qc : I(2(A,¢))*}) and to a composite structure signature
morphism the canonically corresponding event/data signature morphism. For a composite
structure signature A and a part ¢ € Cmp(A) there is a natural signature embedding
M4 et (A, 0) = To(A).

For a A-composite structure structure 4 we construct an overall X', (A)-event/data
structure My as follows: An overall configuration of M¢ consists, for each part
¢ € Cmp(A), of an event queue q(c) € I(X(A, ¢))* stored in the attribute q. and a part
configuration y(c) € I'(4(c)); initially, all parts are in some of their initial configurations
and all event queues are empty. In an overall configuration (g(c),¥(¢))ce cmp(a) an
overall transition to another overall configuration (¢'(c),7'(c))cecmp(a) reacts to
some i € [ (X4(A)) and outputs some 0 e O(EQ(A))*. This 7 can either instantiate
some provided event i € I(X(A,p.)) of some of the open ports p. € Pri(A) with
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c. = emp(A)(p), or it is the head of the event queue of some ¢, € Cmp(A) such
that i € I(X (A, cy)). In the latter case, ¢ is removed from the event queue of c,. In
both cases, the reaction of part c, is any transition (y(c.),7,) € R(%(c)), 5 and

overall o/ = y{c, — ~.}. Finally, all outputs p.6 € O such that (p,p') € Con(A) and

emp(A)(p') = ¢ are appended to the respective event queue of part ¢'. This defines

L 1
a natural transformation Strgs(MD) : StresMp) y; StrM o with Strq A D)(‘5) =

M.

Theorem 3. (SCS ), StrestMp) §ensMb) 1es(MB)Y yith Sen™MP = 5; Sen™p

and € =, eS(Mp) o if, and only if, Strcs(MD)( %) |:E:(A) 0 is an institution.

CS(M"LD) inherits the event/data formul® of ./\/l% and the underlying D, though
extended by queue attributes. In particular, we have for a part ¢ € Cmp(A) that a
transition sentence (i : ¢/ O : ¥)p (in the current configuration there are valuations
and a transition for the incoming message and the outgoing messages such that these
valuations satisfy transition formula ) and g holds afterwards) locally formulated for
this part can be faithfully transferred to the global composite structure, abbreviating the
embedding 7} , to 7,

(1) ZF x@)(@) A (hd(ae) = I(n)(i) V openy (I(1)(0)) ]
Om)(0) + Z3Th x(yux 0y () A
NaeAS(AN\AE(A,0)U{aclceomp(ay) @ = @' N o
dist o (1(7)(3), 0(0)(O), (de, AL)ee omp(a))hSen™ (1) (o)

where hd yields the head of a queue, open checks whether the part’s port for the event
is open, the frame condition a = a’ ranges over all attributes not pertaining to c or the
queues, dist removes the input and distributes the outputs to the queues.

6 Verification Example: Communication between User, ATM and
Bank

We applied* the technique set out in this paper to the example from the introduction
concerning a typical interaction between a User, an ATM component and a Bank
component.

We formalised the state machines for the Bank and the ATM as well as their communic-
ation in CasL. We then set out to show a safety property (by means of a stronger invariant)
on this system by inductive verification, as justified by Prop. 1. We first tried to show
the preservation of said invariant using fully automatic provers connected to Hets [10],
the main tool suite for verification based on CasL and institution theory. However, no
inductive automated provers are currently connected to Hets. Therefore, handling freely
generated datatype would require manual intervention to add suitable induction schemes
— defeating our goal of automation. Instead we utilised the interactive theorem prover

4 Full specifications and proofs accessible at: https://rosento.github.io/2021-paper-composite/
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KIV [2]. This prover supports algebraic specifications similar to CasL and offers extensive
heuristics for inductive proofs. KIV’s heuristics fully automatically discharged all proof
obligations in our experiments. The translation of the CasL specifications into KIV is
straightforward.

With our process clarified, we can now state the safety property we will prove:

safe-def: safe(g) <> (ctrl(caConf(g)) = Verified — wasVerified(cbConf(g)) = 1);
used for: s, ls;

The above introduces an axiom safe-def defining the predicate safe and marks the
axiom for use as a simplifier rule (s) and a local simplifier rule (1s) for the KIV system.

The predicate safe ranges over a type of system configurations, each consisting of the
ATM configuration (caConf) and queue, as well as the bank configuration (cbConf) and
queue. The machine configurations in turn consist of the control state and attributes. The
safety predicate holds in a configuration iff should the ATM be in control state Verified,
the bank attribute wasVerified has the value 1.

The behaviours of Bank and ATM are defined in the form of an initial state predicate
and a transition predicate. For space reasons we show only one transition:
atmTrans-def: atmTrans(atmConf(sal, cl, pl, tl), in, out, atmConf(sa2, c2, p2, t2))

< 3 c: Cardld, p : Pin . ...
V ( sal = CardEntered
A in = msg(userCom, PIN(p)) A out = (msg(atmCompl, PINEnteredCompl) +1 [])

A p2=p A sa2 =PINEntered A c2=cl A t2=1tl)
V ...; used for: s, 1ls;

The ATM transitions from one configuration to another, receiving an input event and
sending out a list of messages. Each ATM configuration consists of (in that order) the
control state, the card id to be verified, the PIN to be verified and the counter for the
number of verification attempts. We give the definition of the transition predicate by a
disjunction of the conditions of all syntactic transitions, including the control state before,
the input event, the output list, variables to be set, the control state after and variables
to remain unchanged. Given these machine predicates and a predicate dist to encode
connectors, we can then define the transition predicate for the overall system:
trans-def: trans(conf(cal, gal, cbl, gbl), in, out, conf(ca2, ga2, cb2, qb2))

<> dist(out, gal, ga2, gbl, gb2)

A ( (atmTrans(cal, in, out, ca2) A ch2 = cbl )
V (bankTrans(cbl, in, out, cb2) A ca2 = cal)); used for: s, ls;

Initially, the queues are empty and the machines are in their initial configurations.

Having thus defined the machines, we turn to verification and define an invariant
strong enough to show both its own preservation and our safety property. The idea is to
control the queues’ status that allows us to enter the Verified state on the ATM or to
reset the wasVerified attribute. In essence the invariant can be syntactically read off
from the composite structure.

invar-def: invar(conf(ca, qa, cb, gb)) + 3 x.
(ctrl(ca) = Idle ctrl(cb) = Idle
V (ctrl(ca) = CardEntered ctrl(cb) = Idle

A ga = empty A gb = empty)
A
V (ctrl(ca) = PINEntered A ctrl(cb) = Idle
A
A

qa = empty A gb = empty)

qa = enq(x, empty) A gb = empty)
ga = empty A gb = enq(x, empty))
qa = empty A gb = enq(x, empty))

V (ctrl(ca) = Verifying ctrl(cb) = Idle
V (ctrl(ca) = Verifying ctrl(cb) = Verifying
V (ctrl(ca) = Verifying A ctrl(cb) = VeriSuccess A

ga = empty A gb = enq(x, empty) A wasVerified(cb) = 1)

>>>>>



18 T. Rosenberger, A. Knapp, M. Roggenbach

V (ctrl(ca) = Verifying A ctrl(cb) = VeriFail A qa = empty A gb = enq(x,empty))

V (ctrl(ca) = Verifying A ctrl(cb) = Idle A

qa = enq(msg(bankCom, reenterPIN), empty) A gb = empty)
V (ctrl(ca) = Verifying A ctrl(cb) = Idle A

qga = enq(msg(bankCom, verified), empty) A gb = empty A wasVerified(cb) = 1)
V (ctrl(ca) = Verified A ctrl(cb) = Idle A

qa = enq(x, empty) A gb = empty A wasVerified(cb) = 1); used for: s, 1s;

Note that we can mostly ignore attribute values, as well as all distinctions between
queue elements unrelated to our verification task. We can then formulate lemmas to the
effect that this invariant does in fact imply the safety property, that it is satisfied in any
legal initial configurations and that it is preserved by all transitions. These lemmas are as
follows, again limited to one example for the transitions:

Safe: invar(g) — safe(g);
Init: init(g) — invar(g);

Trans6: gl = conf(atmConf(Verifying, c, p, t), qa, cb, gb)
A ga # empty A top(qa) = msg(atmCom, verified)
A g2 = conf(atmConf(Verified, c, p, t),
eng(msg(atmCompl, VerifiedCompl), deq(ga)), cb, gb)
A invar(gl) — invar(g2);

Formulating separate lemmas for each transition instead of one lemma using the
transition predicate helps us avoid a combinatorial explosion in the theorem prover.

Providing our specification to KIV with all definitions marked as simplifier rules and
activating the heuristics mode “PL heuristics + structural induction”, each of our lemmas
is proved without noticeable delay, i.e., the verification of the invariant is successful and
does not pose any difficulty to the prover.

7 Conclusion

We have developed two new institutions extending the hybrid modal logic M% [16].
One institution caters for simple UML state machines with outputs, an extension of it
captures simple UML composite structure diagrams. Besides providing formal semantics
for communicating UML state machines, via comorphisms these institutions provide a
bridge towards theorem proving for UML. Through an elementary example we could
demonstrate that, thanks to our framework, effective automated theorem proving for
communicating UML state machines is possible.

Future work will be on proof automation. In particular we plan to implement the
translations from UML into extended M%, the institution comorphisms from extended
M% to CasL, and possibly the link from Hets to KIV. Yet another important aspect is
to implement analyses of the composite structure and its state machines with a view to
automatically generate lemmas for automated theorem proving. In terms of our general
research programme, the next topic to tackle are UML interactions and how they relate or
refine to UML state machines. Going beyond the UML, it would be interesting to consider
a truly heterogeneous framework, in which composite structure diagrams connect not
only UML state machines, but also components specified in languages such as TLA or
Event-B.
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The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.
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